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Multi-Stage Threshold Decoding for Self-Orthogonal Convolutional
Codes
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SUMMARY This paper describes a least complex, high speed decoding
method named multi-stage threshold decoding (MTD-DR). Each stage of
MTD-DR is formed by the traditional threshold decoder with a special shift
register, called difference register (DR). After flipping each information bit,
DR helps to shorten the Hamming and the Euclidian distance between a re-
ceived word and the decoded codeword for hard and soft decoding, respec-
tively. However, the MTD-DR with self-orthogonal convolutional codes
(SOCCs), type 1 in this paper, makes an unavoidable error group, which
depends on the tap connection patterns in the encoder, and limits the error
performance. This paper introduces a class of SOCCs type 2 which can
breakdown that error group, as a result, MTD-DR gives better error perfor-
mance. For a shorter code (code length = 4200), hard and soft decoding
MTD-DR achieves 4.7 dB and 6.5 dB coding gain over the additive white
Gaussian noise (AWGN) channel at the bit error rate (BER) 10−5, respec-
tively. In addition, hard and soft decoding MTD-DR for a longer code (code
length = 80000) give 5.3 dB and 7.1 dB coding gain under the same con-
dition, respectively. The hard and the soft decoding MTD-DR experiences
error flooring at high Eb/N0 region. For improving overall error perfor-
mance of MTD-DR, this paper proposes parity check codes concatenation
with soft decoding MTD-DR as well.
key words: threshold decoding, multi-stage threshold decoding, difference
register, error group

1. Introduction

Threshold decoding (TD) is considered as a least complex
decoding technique in the field of coding theory [1]. The
TD experiences catastrophic errors with some channel error
patterns for convolutional codes [2]. The self-orthogonal
convolutional codes (SOCCs) give limited error propaga-
tion with TD and prevent the catastrophic error flow [3].
However, the bit error performance of TD is not attrac-
tive. Russian scientists have proposed [4]–[7] an improved
version of iterative TD, called multi-stage threshold decod-
ing. They introduce an extra shift register called difference
register (DR), which conveys the flipping messages of de-
coded information bits. So, the multi-stage threshold de-
coding with DR is named as MTD-DR. They have shown
that, after flipping each information bit by hard decision,
the Hamming distance between a received word and the de-
coded codeword, which is generated from decoded informa-
tion bits, becomes shorter, in where DR plays an important
role. The working principle of DR in the fundamental theo-
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rem of MTD-DR [4]–[7] is hardly understandable. So, this
paper gives an intuitive proof of MTD-DR’s theorem. They
have claimed more than 6 dB coding gain over the additive
white Gaussian noise channel (AWGN) at the bit error rate
(BER) 10−5. Unfortunately, codes and decoding algorithms
are absent in their publications. Therefore, this paper recon-
structs MTD-DR with various aspects and investigates the
bit error performance over the AWGN channel.

This paper shows that, the MTD-DR, with SOCCs
given in [8], generates a strong error group that depends on
the tap connection pattern of the encoder. To improve the er-
ror performance of MTD-DR, a new class of SOCCs, type 2,
is given in this paper. The hard decoding MTD-DR achieves
4.7 dB and 5.3 dB coding gain for a shorter code with code
length 4200 and a longer code with code length 80000 at the
BER 10−5, respectively.

Iterative soft threshold decoding algorithm for SOCCs
is shown in [9]. In the paper, they used min-sum decoding
algorithm, which is widely used for decoding LDPC codes.
It approximates symbol by symbol maximum a posteriori
probability decoding. Moreover, they have considered self-
doubly orthogonal convolutional codes, to avoid cycles with
length 4 and 6 in the Tanner graph of the parity check ma-
trix. Unlike min-sum decoding, this paper proposes several
soft decoding algorithms, to reduce the Euclidian distance
between a received word and the decoded codeword after
flipping each information bit. This paper considers self-
orthogonal codes, i.e. without cycles of length 4, rather than
self-doubly orthogonal codes. This paper investigated the
error performance of codes in [9] for MTD-DR, unfortu-
nately, no improvement have been observed compared to a
self-orthogonal code.

The soft decoding MTD-DR reduces the Euclidian dis-
tance between a received word and the decoded codeword
after flipping each information bit. Weighted bit flipping
algorithm for MTD-DR is also investigated in this paper.
Combination of the weighted bit flipping algorithm and the
soft decoding algorithm makes a new soft decoding algo-
rithm for MTD-DR which is called a combined soft de-
coding MTD-DR (CMTD). A CMTD achieves 6.5 dB and
7.1 dB coding gain for the shorter code and the longer code,
respectively, at the BER 10−5 over the AWGN channel. For
further improving the overall error performance, this paper
proposes a decoding scheme where parity check codes are
connected serially with CMTD. Since MTD-DR is a low
complex decoding scheme, it may be useful for high speed
communication as well as for low power communication
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equipment.
Rest of the paper is arranged as follows. Section 2 gives

the concept of TD and MTD-DR and their hard decoding
algorithms. Section 3 discusses the error grouping in the
decoded information bit stream and how the SOCC type 2
breaks down that error group. Section 4 dedicates for the
bit error performance of TD and MTD-DR. Section 5 gives
soft decoding algorithms and illustrates their bit error per-
formance with MTD-DR. Section 6 gives two constructions
of combined soft decoding MTD-DR and provides the bit
error performance of them. Section 7 discusses about the
parity check codes concatenation with CMTDs and their bit
error performance are given. Section 8 concludes this paper.

2. Threshold Decoding Concept

2.1 Threshold Decoding

A systematic SOCCs with code rate R = 1/2, tap weight
J and memory length K are considered. An encoder of
SOCC generates a codeword by using N information bits
and makes a codeword of length 2N. Two types of SOCCs
are given.

• Type 1: When one generator polynomial generates a
codeword from an information bit stream (with N bits)
then the code is called SOCC type 1.
• Type 2: When multiple generator polynomials generate

n parity bit streams by using n information bit streams
(each bit stream has N/n bits, for parity and informa-
tion bit streams) then the code is called SOCC type 2.

The dotted part in Fig. 1 shows an encoder structure of
SOCC type 1 with J = 4, K = 6 and generator polyno-
mial G(D) = 1 + D + D4 + D6. The encoder generates a
parity bit sequence V(D) which is calculated by

V(D) = G(D)X(D) (1)

where X(D) is an input information bit sequence to the en-
coder. The information and parity bit sequences make a sys-
tematic codeword C(D) � {X(D),V(D)}. The binary code-
word is modulated as a binary phase shift keying (BPSK)

Fig. 1 Threshold decoder for SOCC type 1 with J = 4, K = 6, G(D) =
1 + D + D4 + D6. Here P(D) = G(D)X̂(D).

signal to transmit through the AWGN channel. At the re-
ceiving end, channel output is converted into a binary re-
ceived word by hard decision.

Figure 1 shows a TD for SOCCs type 1 (TD.Tp1).
The hard decision channel output makes a received word
Ĉ(D) � {X̂(D), V̂(D)}, where X̂(D) is the received informa-
tion bit stream stored in the information shift register and
V̂(D) is the received parity bit stream. The TD generates a
syndrome bit stream S (D), which is stored in the syndrome
shift register, by

S (D) = G(D)X̂(D) ⊕ V̂(D) (2)

where ⊕ represents the modulo two sum operator in this
paper. One information bit affects J syndrome bits which
make a checking syndrome set and each element of this set
is called checking syndrome. For decoding j-th information
bit, (the right most bit at the information register in Fig. 1),
let {S j} be the checking syndrome set and s j,k be the k-th
checking syndrome in it. For hard decoding TD, the check-
sum value Lj, that is summation of checking syndromes, is
calculated by

Lj =
∑

s j,k∈{S j}
s j,k (3)

The flipping decision is done by comparing threshold
value T with the checksum value Lj. The threshold value of
a given code is calculated by [1]

T =

⌊
J + 1

2

⌋
(4)

where �x� represents the largest integer not greater than x.
When Lj exceeds the threshold value (Lj > T ), the decoding
decision flips the j-th information bit. At the same time,
checking syndromes are updated and then all the contents
of the registers are shifted one position right. Otherwise the
shifting is done without flipping. The tail-biting termination
is used in this paper.

2.2 Multi-Stage Threshold Decoding

Multi-stage threshold decoding is an iterative TD. This pa-
per discusses two configurations: (1) iterative TD with dif-
ference register (MTD-DR) and (2) iterative TD without dif-
ference register (MTD). Figure 2 shows an MTD-DR with
J = 4 and K = 6. MTD is constructed by removing DR
from Fig. 2. The DR holds all zero bits at the first stage and
updates each bit by the flipping decision. The j-th checksum
value Lj of MTD-DR is calculated by

Lj =
∑

s j,k∈{S j}
s j,k + dj (5)

where dj ∈ {1, 0} is the j-th bit (right most bit) in the DR.
The MTD, on the other hand, calculates the checksum value
by Eq. (3). When the checksum value exceeds the thresh-
old value, MTD-DR and MTD flip the target information bit
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Fig. 2 MTD-DR for SOCC type 1 with J = 4, K = 6 and G(D) = 1 + D + D4 + D6. Here P(D) =
G(D)X̂(D).

and their checking syndromes. At the same times, MTD-
DR updates the related DR bit and then all the contents of
the registers are shifted one position right. Otherwise, the
shifting is done without flipping.

The difference register gives an unique feature of
MTD-DR. We give an intuitive proof of the function of the
difference register in the fundamental theorem of MTD-DR.
We know that, the Hamming distance between a received
word and the decoded codeword is the summation of the
Hamming distance of the information part and that of the
parity parts for systematic codes. Each bit of DR updates
(flips the right most bit of DR in Fig. 2) by the flipping de-
cision. It shows the difference between a received and a de-
coded information bit. That means, the Hamming weight of
DR contents gives the Hamming distance of the information
part between a received word and the decoded codeword. At
the beginning of decoding, the DR holds all zero bits, this
is because, the decoded information bit stream and the hard
decision information bits of the received word are the same.
The Hamming weight of syndrome bits is equal to the Ham-
ming distance of parity parts between a received word and
the decoded codeword, which is generated from the decoded
information bits. At j-th bit decoding by the MTD-DR, one
bit in DR and J bits in syndrome register are concerned. The
flipping decision inverts more than (J + 1)/2 bits to zero
among them, which confirms to reduce the Hamming dis-
tance, between the decoded codeword and a received word.

2.2.1 MTDs for SOCCs Type 1

This paper considers two constructions of MTDs for SOCCs
type 1.

1. Multi-stage threshold decoding with difference register
for SOCCs type 1 or MTD-DR.Tp1

2. Multi-stage threshold decoding without difference reg-
ister for SOCCs type 1 or MTD.Tp1

The MTD.Tp1 is constructed by removing difference regis-
ter from Fig. 2. MTD-DR.Tp1 and MTD.Tp1 calculate their
checksum values by Eq. (5) and Eq. (3), respectively, and

Fig. 3 An encoder of a SOCC type 2 with J11 = J12 = J21 = J22 = 2,
K = 6, G11(D) = 1 + D6, G12(D) = D3 + D4, G21(D) = D2 + D5, and
G22(D) = 1 + D6.

the decoding decision is done accordingly. The SOCCs type
1 make a strong error group which limits the error perfor-
mance of MTD-DR (see Sect. 3).

2.2.2 MTDs for SOCCs Type 2

In general, a SOCC type 2 uses n information bit streams
and generates equal number of parity bit streams. This pa-
per gives SOCCs type 2 for n = 2. Figure 3 shows an en-
coder of SOCC type 2 with Jxy = 3, x = y = {1, 2} and
K = 6. The encoder generates two parity sequences by
using four generating polynomials and gives the code rate
R = 2/4. Two information bit sequences (X1(D) and X2(D))
produce two parity sequences by four generating polynomi-
als G11(D), G12(D), G21(D) and G22(D). Parity sequences
of SOCC type 2 are defined by

V1(D) = G11(D)X1(D) ⊕G21(D)X2(D) (6)

V2(D) = G12(D)X1(D) ⊕G22(D)X2(D) (7)

The information and parity bit sequences make a code-
word C(D) � {X1(D),V1(D), X2(D),V2(D)}. MTD-DR
for SOCCs type 2 (MTD-DR.Tp2) as well as MTD for
SOCCs type 2 (MTD.Tp2) generate two syndrome se-
quences, which are defined by

S 1(D) = G11(D)X̂1(D) ⊕G21(D)X̂2(D) ⊕ V̂1(D) (8)
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S 2(D) = G12(D)X̂1(D) ⊕G22(D)X̂2(D) ⊕ V̂2(D) (9)

where X̂(D) represents the corresponding received informa-
tion bit sequence. For hard decoding, MTD-DR.Tp2 calcu-
lates a checksum value L(x)

j for decoding j-th information bit
of the x-th information bit stream by

L(x)
j =

∑
s(xy)

j,k ∈{S
(y)
j }

s(xy)
j,k +

∑
s(xy)

j,k ∈{S
(y)
j }

s(xy)
j,k + d(x)

j (10)

where {S(y)
j } is a checking syndrome set selected from the

syndrome sequence S y(D) according to the generator poly-
nomial Gxy(D). The checking syndrome s(xy)

j,k is the k-th

element in {S(y)
j }. The MTD.Tp2 calculates the checksum

value by Eq. (10) in where d(x)
j = 0 for every decoding stage.

When the checksum value (for each bit in each information
bit stream) exceeds the corresponding threshold value, the
decoding decision is done accordingly. The threshold value
for x-th information bit stream Tx is given by

Tx =

⌊∑
y Jxy + 1

2

⌋
(11)

where Jxy is the number of terms in the generator polyno-
mial Gxy(D).

3. Error Grouping by MTD-DR

The MTD-DR, for SOCCs type 1, makes a strong error
group in the decoded information bit stream. After many it-
erations, when errors in the decoded information bit stream
make an error pattern equal to the tap connection pattern of
an encoder, the MTD-DR cannot correct them.

Figure 4(a) shows the histogram of error intervals given
by the errors in the decoded information bit stream after first
iteration for SOCC type 1. The “error interval u” means that
there exists u−1 error free bits between two error bits. Sim-
ilarly, a tap connection interval τi is the distance between
(i + 1)-th and i-th tap connection position in the informa-
tion register. The encircled error intervals, in this figure,
are matched with the tap connection intervals of the en-
coder. Figure 4(b) shows that, after many iterations, the
errors which are matched with the tap connection pattern
cannot be corrected. That means, the MTD-DR.Tp1 makes
a strong error group which depends on the tap connection
patterns of the encoder of SOCCs type 1.

For improving error performance, a new type of code,
called SOCC type 2, given in Sect. 2.2.2, is proposed. MTD-
DR.Tp2 decodes each information bit by using two syn-
drome sequences. In this case, MTD-DR.Tp2 corrects some
of the errors, which are matched with the tap connection
pattern of the encoder, from each information bit stream due
to two generator polynomials make different tap connection
patterns for each information bit stream in the encoder. As
a result, MTD-DR.Tp2 breaks down the error pattern which
is matched with the tap connection pattern of the encoder of
SOCCs type 2. Figures 5(a) and (b) show the histograms of

Fig. 4 Remaining error pattern for SOCCs type 1. The generator poly-
nomial G(D) = 1 + D103 + D129 + D214 + D238 + D353 + D477 + D499 and
tap connection positions in the information register are {0, 103, 129, 214,
238, 353, 477, 499}.

error intervals which are matched with the tap connection in-
tervals of encoder regarding to the decoded information bit
stream 1 and 2, respectively. These figures illustrate that, af-
ter second iteration, almost all the errors which are matched
with the tap connection pattern of the encoder are corrected.
After iteration 3, all the errors in the group were corrected
in this experiment. As a result, MTD-DR.Tp2 improves the
error performance.

4. Performance of Hard Decoding MTDs

This section gives the comparative error performance of TD,
MTD and MTD-DR for SOCCs type 1 and 2. In Table 1,
G(D) represents a generator polynomial of a SOCC type 1
with J = 10 and K = 1000. The generator polynomial
Gxy(D) represents a SOCC type 2 with Jxy = 5 and K ≈ 500
(for shorter code) and K ≈ 10000 (for longer code). These
codes are used in this paper to get the error performance for
each decoding scheme. Since the memory length of SOCC
type 2 is about 500 and it uses two information bit streams,
the SOCC type 1 will be a fair comparison with the memory
length 1000.

There thousands of SOCCs type 1 and 2 are found
by computer search. For example, The code searching pa-
rameters are K = 1000 and J = 10 for SOCCs type 1
and that are K = 500 (K = 10000 for longer codes) and
J = {J11, J12, J21, J22} for SOCCs type 2, where Jxy = 5.
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Table 1 Generating polynomials for SOCCs: Type 1 and Type 2.

G(D)
1 + D117 + D151 + D205 + D218 + D225 Type 1

+D298 + D388 + D789 + D999 K=1000

G11(D) 1 + D51 + D198 + D251 + D465

Type 2
G12(D) D23 + D187 + D247 + D370 + D371

G21(D) D40 + D76 + D176 + D200 + D259

K ≈ 500
G22(D) D161 + D230 + D281 + D328 + D483

G11(D) 1 + D408 + D850 + D8286 + D9850

Type 2
G12(D) D2341 + D3008 + D4167 + D4584 + D5339

G21(D) D780 + D2563 + D4716 + D9116 + D9718

K ≈ 10000
G22(D) D4994 + D6152 + D6187 + D6390 + D6659

Fig. 5 Remaining error pattern for SOCCs type 2. Generator polynomi-
als are G11(D) = 1 +D90 +D268 +D370, G12(D) = 1 +D67 +D240 +D468,
G21(D) = 1+D60 +D212 +D285 and G22(D) = D29 +D177 +D278 +D461.
Tap connection positions in the information register 1 and 2 are {0, 67, 90,
240, 268, 370, 468} and {0, 29, 60, 177, 212, 278, 285, 461}, respectively.

For finding SOCCs type 1, terms D0 and DK−1 of the gen-
erator polynomial G(D) are set as default terms. Remaining
(J − 2) non-decreasing terms are generated randomly which
are situated in D0 to DK−1. The generated code is checked
whether it is a SOCC or not and the SOCC is selected.

For finding SOCCs type 2, four generator polynomials
(G11(D),G12(D),G21(D),G22(D)) are generated randomly
by using the parameters given above. In this case, all terms
in each polynomial are generated randomly. Among them,
at least one polynomial holds D0 term and no terms in each
polynomial exceeds the degree K − 1. The generated poly-
nomials make a code and the code is checked whether it is a
SOCC or not and the SOCC is selected.

Fig. 6 Performance of MTDs with N = 2100, J = 10, K = 1000 for
SOCC Type 1 and Jxy = 5, K ≈ 500 for SOCC type 2.

For finding the best codes, generated SOCCs are driven
to simulation with a fixed Eb/N0 and bit error performance
of them are observed and the best code is selected. Since
J and K are the parameters of codes, this paper optimizes
J (among Jxy = 4 to 6) for SOCCs type 2 and J (among
J = 8 to 12) for SOCCs type 1 with certain K value. The
tap weight Jxy = 5 (J = 10 for SOCCs type 1) gives the
best BER among other codes with different Jxy values. Ta-
ble 1 shows the best SOCC type 1 and 2 which are selected
from 1000 codes. The best SOCC type 1 is found by setting
Eb/N0 = 5.5 dB. The best SOCCs type 2 with Jxy = 5 and
K ≈ 500 (shorter code) and K ≈ 10000 (longer code) are
found by setting Eb/N0 = 5.0 dB and Eb/N0 = 4.0 dB, re-
spectively. This paper searches the best SOCCs around the
bit error rate 10−5.

The simulation is done by setting total information
length N = 2100 bits for shorter codes and N = 40000
bits for longer codes in this paper. Figure 6 shows the hard
decoding bit error performance of TD, MTD and MTD-DR
with SOCCs type 1 and 2 for shorter codes. MTD gives
better bit error performance than that of TD, for both types
of codes. MTD-DR achieves 1.4 dB and 2.6 dB more cod-
ing gain than that of TD at the BER 10−5 for SOCC type
1 and 2, respectively. Since, DR can help to calculate the
Hamming distance, between the decoded codeword and a re-
ceived word, MTD-DR gives better error performance than
MTD. The MTD-DR.Tp2 achieves 4.7 dB coding gain at the
BER 10−5. Furthermore, the DR improves error flooring ef-
fect significantly and elevates overall error performance.

Figure 7 illustrates the average number of iterations for
decoding both type of codes by MTD and MTD-DR. When
no information bit is flipped, MTDs terminate their decod-
ing, regardless the DR and their decoding algorithms. If
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Fig. 7 Average number of iterations for hard decoding MTD-DR.Tp1,
MTD.Tp2 and MTD-DR.Tp2 with the codes in Table 1.

the termination condition does not fulfil, MTDs terminate
their decoding by the maximum number of iterations. It is
necessary to set sufficiently large maximum iterations for
extracting maximum benefit. In this case 30 iterations is
sufficiently large. It is seen that, at a particular Eb/N0 re-
gion, the average number of iterations increase unexpect-
edly. Authors have not yet known the reasons why it occurs.
To achieve the BER 10−5, MTD-DR.Tp1 expends Eb/N0 =

6.2 dB and 2.6 average number of iterations whereas MTD-
DR.Tp2 and MTD.Tp2 expend 5.1 dB and 5.3 dB Eb/N0

with the average number of iterations 3.2 and 3.3, respec-
tively.

In terms of bit error performance, MTDs for SOCCs
type 2 are better than TD (for both types of codes) as well
as MTDs for SOCCs type 1. Therefore, this paper compares
the error performance of MTD-DR for SOCCs type 2 among
hard and soft decoding algorithms hereafter.

5. Soft Decoding MTDs

5.1 Soft MTD-DR

For decoding j-th information bit by the soft decoding
MTD-DR (SMTD), the j-th checksum value Lj is calculated
by

Lj =
∑

s j,k∈{Sj}
w j,k(1 − 2s j,k) + wd j(1 − 2dj) (12)

where s j,k is the k-th bit of a syndrome set {S j} and dj is the
j-th bit in DR. The w j,k is an absolute value of received par-
ity signal related to the syndrome bit s j,k. The value wd j is
an absolute value of j-th received information signal. When
Lj < 0, flipping decision is done. After flipping each in-
formation bit, the Euclidian distance between the decoded

codeword and a received word becomes closer. (proof is
given below).

In Eq. (12), s j,k and dj are binary valued. It defines
r j,k�0 � (1 − 2s j,k) and r j,k=0 � (1 − 2dj), ∀r ∈ ±1 and then,
Eq. (12) is simplified to

Lj =

J∑
k=0

γ j,kr j,k (13)

where γ j,k�0 = w j,k and γ j,k=0 = wd j. The squared Euclid-
ian distance between a received word and the decoded code-
word is the summation of the squared Euclidian distance be-
tween the parity parts and the information parts of them. Let
y be a received signal and r is the antipodal representation
of that decoded information bit. Then the squared Euclidian
distance between them can be defined by

E2
d = (y − ρr)2 = y2 + ρ2r2 − 2ρyr (14)

where ρ is the channel gain. When the term yr in Eq. (14)
increases, the squared Euclidian distance decreases. If
sign(y) = sign(r), the DR’s value (1 − 2d) or the syndrome
register’s value (1 − 2s) will be ‘1,’ otherwise they will be
‘−1.’ Then the term yr can be represented by

yr = |y|(1 − 2d) or yr = |y|(1 − 2s) (15)

For decoding j-th information bit, the partial squared Eu-
clidian distance E2

dj
can be calculated by

E2
dj
=

J∑
k=0

{y2
j,k + ρ

2(r j,k)2} − 2ρ
J∑

k=0

|y j,k |r j,k

=

J∑
k=0

γ2
j,k + ρ

2(J + 1) − 2ρ
J∑

k=0

γ j,kr j,k

=

J∑
k=0

γ2
j,k + ρ

2(J + 1) − 2ρLj (16)

where y j,k=0 is the value of j-th received information signal
and y j,k�0 is the value of a received parity signal regarding to
the syndrome bit s j,k. In this case, γ j,k and |y j,k | are identical.
When Lj < 0 (in Eq. (16)), the flipping decision turns Lj

from negative value to positive and the Euclidian distance
reduces.

5.2 Weighted Bit Flipping MTD-DR

The weighted bit flipping (WBF) algorithm is proposed for
decoding LDPC codes [10]. This paper formulates a WBF
algorithm for MTD-DR called weighted bit flipping MTD-
DR (WBF.MTD). It is known that each syndrome bit is de-
rived from (J + 1) received signals. The weighting value
w j,k of WBF.MTD is the minimum absolute value among
the received signals regarding to the syndrome bit s j,k. The
weighting value w j,k is put into Eq. (12) and the decoding
decision is done accordingly.
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Fig. 8 Performance of hard and soft decoding MTDs for SOCC Type 2
with Jxy = 5, K ≈ 500, N = 2100.

5.3 Performance of Soft Decoding MTDs

Figure 8 illustrates the bit error performance of hard and
soft decoding MTDs for a SOCC type 2 with K ≈ 500 and
Jxy = 5. The bit error performance of SMTD and MTD-
DR.Tp2 are superior than that of WBF.MTD at the BER
less than 10−5. The error flooring effect of SMTD is better
than that of MTD-DR.Tp2 and WBF.MTD. The WBF.MTD
gives better BER at the lower Eb/N0 region. By observing
the error performance of SMTD and WBF.MTD, this paper
proposes two new kinds of soft decoding algorithms called
combined soft decoding algorithms for MTD-DR which are
discussed in the next section.

6. Combined Soft Decoding MTDs

Combined soft decoding MTD with DR (CMTD) is a se-
rial concatenation of WBF.MTD and SMTD. Two types of
combined soft decoding MTDs are given:

1. Combined soft decoding MTD-DR without feedback
(CMTD.NFB)

2. Combined soft decoding MTD-DR with feedback
(CMTD.Feed)

6.1 CMTD without Feedback

Figure 9(a) shows a schematic diagram of CMTD.NFB.
In this case WBF.MTD works first. After some iterations
(maximum Γw iterations), WBF.MTD terminates its decod-
ing. Then SMTD starts its decoding. After some iterations
(maximum Γs iterations), SMTD terminates it decoding and
final output is done. Since, WBF.MTD and SMTD give bet-
ter error performance at lower and higher Eb/N0, respec-

Fig. 9 Schematic diagrams of (a) CMTD without Feedback and (b)
CMTD with feedback systems.

tively, the CMTD.NFB may improves overall decoding per-
formance. For CMTD.NFB case, it sets sufficiently large
number of iterations such as Γw = Γs = 30.

6.2 CMTD with Feedback

Figure 9(b) shows a schematic diagram of CMTD.Feed. In
this structure, CMTD.Feed first decodes the information bit
streams just like as CMTD.NFB by a few number of max-
imum iterations, due to reduce decoding complexity, and
then feedback to decode again. The feedback decoding may
correct again some bits and gives better error performance.
When both component decoders satisfy their termination
condition simultaneously, feedback does not continue and
then the CMTD.Feed gives final output. In this case, outer
iteration, Γ f , and inner iterations, Γw and Γs, highly influ-
ence the complexity of decoding. When it sets the inner
iterations more than 2 and outer iterations more than 10,
CMTD.Feed does not save Eb/N0 more than 0.05 dB at wa-
ter fall region and at error floor region the improvement is
zero. So, the outer maximum iteration Γ f = 10 and inner
maximum iterations Γw = Γs = 2 may be considered as the
sufficient setting of iterations.

6.3 Performance of Combined Soft Decoding MTDs

Figure 10 shows the BER performance of soft decoding
and combined soft decoding MTDs. CMTDs success-
fully use the advantages of WBF.MTD and SMTD together
and give better BER performance. CMTD.NFB achieves
2.6 dB and 3.1 dB more coding gain than that of SMTD
and WBF.MTD, respectively at the BER 10−5. In addition,
CMTD.Feed gives the best BER performance among other
MTDs. At the BER 10−5, CMTD.Feed achieves 0.4 dB
more coding gain than that of CMTD.NFB and achieves
coding gain of 6.5 dB over the AWGN channel. Though,
the error flooring of CMTD.Feed starts at the earlier BER
than that of CMTD.NFB, their error performance converge
at the higher Eb/N0 region. The dotted line shows the slope
of estimated error performance of maximum likelihood de-
coding [11] considering the minimum Hamming distance
term only. The minimum Hamming distance for systematic
SOCCs type 1 is (J + 1) [8] and it is minx (

∑
y Jx,y + 1) for
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SOCCs type 2. The error flooring slopes of all MTDs follow
the theoretical error performance curve at higher Eb/N0 re-
gion. This error flooring occurs due to minimum Hamming
distance of codes.

Figure 11 shows the average number of iterations for
soft decoding MTDs. For CMTDs, the average numbers of
iterations are the summation of the average numbers of iter-
ations of each component decoder. The CMTD.NFB gives
better BER than that of SMTD as well as WBF.MTD by
a little more average number of iterations of them. For
achieving the BER 10−5, CMTD.NFB demands Eb/N0 =

Fig. 10 Performance of CMTDs for SOCC Type 2 with Jxy = 5, K ≈
500, N = 2100, ML =Maximum Likelihood Decoding.

Fig. 11 Average number of iterations for CMTD.Feed and CMTD.NFB
for SOCC Type 2 with Jxy = 5, K ≈ 500, N = 2100.

3.5 dB with the average number of iterations 7.5 whereas
CMTD.Feed demands 3.1 dB with 35.0 average number of
iterations. Therefore, the CMTD.NFB may be useful for
faster decoding and the CMTD.Feed may be suitable for the
lower Eb/N0 transmission.

7. CMTDs with Parity Check Codes

7.1 Serial Concatenation with Parity Check Codes

For further improving overall error performance, par-
ity check codes are concatenated with CMTD.Feed
(or with CMTD.NFB), in short CMTD.Feed.Parity (or
CMTD.NFB.Parity). Before encoding for SOCCs, informa-
tion bit streams are segmented by the predefine size. Each
segment of the information bit stream is defined as an in-
formation sub-block. A parity check encoder generates the
parity check codes against each information sub-block and
then the encoder of SOCC (in Fig. 3) generates a codeword.
The received signals are decoded by the CMTD first and
then the parity check decoder decodes for the final output.
When a decoded information sub-block does not satisfy the
parity check, the parity check decoder finds the minimum
checksum value Li in the information sub-block and then
the i-th information bit of that sub-block is flipped and the
final output is done.

7.2 Performance of CMTDs with Parity Check Codes

Figure 12 shows the BER performance of CMTD.Feed,
CMTD.NFB, CMTD.Feed.Parity and CMTD.NFB.Parity.
For finding these error performance, information sub-block
length is set to 50 bits. Therefore, CMTD.Feed.Parity as
well as CMTD.NFB.Parity give the coding rate 0.4901 <

Fig. 12 Performance of CMTDs with parity check codes for SOCC type
2, Jxy = 5, K ≈ 500, N = 2100.
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Fig. 13 Performance of hard decoding MTD-DR for the longer code as
well as CMTD.Feed and CMTD.Feed.Parity for the shorter and longer
codes (in Table 1).

0.5. Since the parity check decoding is not iterative,
the average number of iterations for CMTD.Feed (or
CMTD.NFB) and CMTD.Feed.Parity (or CMTD.NFB.-
Parity) are the same. The bit error performance of
CMTD.Feed and CMTD.Feed.Parity are similar at the
lower Eb/N0 region. The CMTD.Feed.Parity prevents er-
ror flooring effect and gives better BER performance at
the high Eb/N0 region. Similar incident is occurred be-
tween CMTD.NFB and CMTD.NFB.Parity also. So, the
parity check code with CMTDs improves overall error per-
formance without increasing the average number of itera-
tions.

7.3 Performance of Longer Memory Length Code

Figure 13 gives the BER performance of SOCCs type 2 with
memory length K ≈ 500 and K ≈ 10000 for CMTD.Feed
and CMTD.Feed.Parity decoding schemes. Hard decoding
performance of the longer code is also given. The hard
decoding MTD-DR for longer code achieves 5.3 dB cod-
ing gain at the BER 10−5 over the AWGN channel. The
CMTD.Feed with K ≈ 10000 achieves 0.6 dB more coding
gain than that of the CMTD.Feed with K ≈ 500 at the BER
10−5. The CMTD.Feed.Parity (for the longer code) achieves
7.1 dB coding gain over the AWGN channel at the BER 10−5

with 40 average number of iterations.

8. Conclusion

This paper has successfully reconstructed MTDs with cod-
ing gain 7.1 dB over the AWGN channel at the BER 10−5

for a longer code. MTDs may be considered as a low com-
plex decoding method with excellent coding gain. MTDs

give limited error performance with the SOCC type 1 due
to make an irreducible error group at decoding. For SOCCs
type 2, MTDs prevent to form that error group at decod-
ing and give better error performance. The DR in MTD-
DR improves overall error performance. So, the MTD-DR
for SOCCs type 2 may consider as an important decoding
method in the field of threshold decoding.

The hard decoding MTD-DR gives 4.7 dB coding gain
over the AWGN channel at the BER 10−5 with 3.8 average
number of iterations for shorter codes. The MTD-DR for
longer codes gives 5.3 dB coding gain at the same BER.
In addition, the CMTD.Feed achieves 1.8 dB more coding
gain than that of the hard decoding MTD-DR at the BER
10−5. The CMTD.NFB gives coding gain 6.1 dB for shorter
codes at the BER 10−5 with the average number of itera-
tions 7.5 whereas the CMTD.Feed achieves 6.5 dB coding
gain with 35.0 average number of iterations. Therefore, the
CMTD.Feed may be considered as an Eb/N0 conscious de-
coding method and the CMTD.NFB can decode with the
lower average number of iterations. However, CMTDs ex-
perience error flooring effect from the earlier BER. The se-
rial concatenation of parity check codes with CMTDs im-
proves overall error performance and gives reliable decod-
ing for the high speed communication.
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